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Motivation

System

resilience
Controllability

a8
a2

Attacker P — [1SO 26262]

[Attack profile per SAE
J3016]

» Attack surface analysis for L3Pilot Urban | Highway | Parking — Chauffer AD systems
» System resilience rough assessment based on OEMs questionnaires
» System resilience modeling inside TARA framework

* High-level recommendations for OEMs before piloting on public roads
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Reference Architecture for Threat Analysis
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Attack Surface
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Attack Surfaces analysis - extract

\ (New columns)

Attack
Surface

Range
Sensors :
(radar, el : : : :
ultrasonic, principles) generator ower.With a static roadside setup multiple
LIDAR) [ ars in the range can be targeted. Effects
4446) without causing an be very critical especially in the urban
i alfunctioning of the sensor. [case since presence or distance of
Redundancy in sensors detected objects are modified.
akes it controllable.
Road Layman or ery difficult to be detected asy to execute for the attacker since it
structural proficient in since HD maps of the an be performed independently of the
| t he execution; icsi environment not usually ehicle presence. Affects vehicle self-
B emen, Proficient in available while dynamic ocalization ability and may also result in
Sg?l ﬁg‘gg) ocalization and matching is a [false positives for objects detected based

untime intensive process. on visual artefacts (e.g a 3-D object

displays’ drawing on the road surface).
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The proposed modified model: TARA+ (new features for HAD)

The model
Input « Definition of controllability levels w.r.t.
* Guidelines for risk assessment are provided AD system based on the principles of
in J3061 system availability and safety integrity
: . upon occurrence of a hazard (1ISO26262)
>However, link to a specific _ ..
on level is missi * Formation of controllability as system /
automation level is missing driver shared property (controllability
« Security issues do not create new safety takes into account levels of automation
hazards (unsafe states) but alter the linking with SAE J3016)
likelihoods of existing states * Integration in TARA by modifying
: attack’s impact factor
>There is clearly a need to
jointly address functional safety 3
and securit U Promotes synergy amongst AD
y systems taxonomy (SAE J3016),
* New applications may be developed in Automotive security (SAE J3061) and
future supporting higher automation levels Functional safety (ISO 26262)

. Pilot
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The model: logical overview

» Definition of controllability levels
w.r.t. AD system based on the

principles of system availability
and safety integrity upon
occurrence of a hazard

Input

Attack Scenario
Description
(threat agent, attack
surface, attack method)

* Formation of controllability (C)
as system / driver shared
property (controllability takes
into account levels of
automation linking with SAE
J3016)

* Integration in TARA by
modifying attack’s impact factor

(pre-Attack related
paramaters)

(meta-Attack related
parameters)

TARA+ model

P values
Potential of an attack
computation

I values
Impact of an attack
computation
{Safety, Financial,
Operational, Privacy!
Leqislative)

s

(attacker profile, window of [

oapportunity)

AN

I" valuas

Medilfied | computation weighte

by ©

C values

* | Controllability of an

attack computation

4

R values
Risk of an attack computation (Look-up table)

{output)

)

Risk assessment value for the

specific attack
{QM, Low, Medium, High, Critical)

3
C
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The model: Proposed new controllability factor (1/2)

reHADED) Controllability scheme for AD L3 Systems Under Attack

Driver-basedsControllability (CD)

Controlladle in generi
sown infotainment module in case of
ib volume increase)

unexpected ra

Simply controllable
(e.g., brake to slow down/stop the vehicle in case of
blocked steering column when parking the vehicle)

Normally controllable

(e.g., in case of failure of Lane Keeping Assist function;
system issues a take over request and driver responds
timely)

Difficult to control or uncontrollable
(system issues a take-over-request but driver is unable
to timely respond; e.g. during a lane change)

Genuinely uncontrollable with possible effects on other
traffic participants

9.6.2019 . .
Modified impact value

Class

coP

C1P

Cc2P

C3P

C4b

System-based Controllability (CS)

Attack can be detecteu by the system and system goes
into fail-operctional “node (sufficient vehicle level
redundancy to vontinue full operation; no reliance on the
driver).

Attack can be detected by the system and system goes
into fail-silent mode (the system recognizes that it is
receiving the wrong information due to a fault).

Attack can be detected by the system and system goes
into fail-safe mode (relying on the driver — applicable to
L3 and lower).

Attack can be detected by the system and system goes
into fail-safe mode by performing a Minimum Risk
Maneuver to bring the vehicle in minimum risk condition
(no reliance on the driver).

Attack cannot be detected by the system and its effect is
genuinely uncontrollable with possible effects on other
traffic participants.

fﬂmx *

i {C\v’fuﬂt} ’

Class

Co0s

C18

c2s

C3s

C48

If driver is involved,
controllability based
on system and on
driver (per iso 26262)
comes into play,

based on fail proof
system design
approach

ewax) if CO[C1,C2) I

atherwise
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The model: TARA+ look-up tables (attack profile, impact profile)

target required opportunit

EO (Layman)

E1 (Proficient)
E2 (Expert)

E3 (Mult.experts)

SO (0]0] FO PO

S1
S2
S3
S4

KO (Public info)

K1 (Restricted info)

K2 (Sensitive info)

K3 (Critical info)

o1
02
03
04

F1
F2
F3
F4

EqO (Standard)
Eql (Specialized)
Eq2 (Bespoke)
Eq3 (Mult.bespoke)

i

P1
P2
P3
P4
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WO (Unlimited) Attack Potential
P Iculation
W1 (Large) O calculatio
W2 (Medium)
Po=E+K+Eqg+W
W3 (Small)

Impact calculation, Ml

I =345+ F+ 240 +P

I= 2x [Eﬂ [ ® E‘sfﬂu,*x}f IJF C.'.-'E{Ell EZ}
Ml =
[ = {cﬂ(‘:”“} . atherwise



The model: Risk Rating

Risk value ranking Attack potential (P)
(R*) PO PL P2 P38 P4
QM QM QM QM Low

MIO
Modified MIl QM Low Low Low Medium
Impact value MI2 QM Low Medium Medium High
(MI) MI3 QM Low Medium High High
Mi4 Low Med. High High Critical

TARA+ Risk Levels based on Impact and Potential of an attack

. Pilot
9.6.2019 C-ITSec / IV Symposium 2019 Driving Automation




Results

Scenario | Surface

Remote
Attack on
Vehicle
TCU
(Highway)

Lidar
sensor
spoofing

(Highway
Traffic
Jam)

Road
infrastruct
ure attack
(Urban)

Vehicle
Wi-Fi

Lidar

Static
road sign

Description

Inject fake
commands on
CAN bus via

attacking TCU via
exploiting vehicle
Wi-Fi hotspot.
Spoof the vehicle's
lidar by optical
means by
generating signals
that make objects
disappear from the
scene.

Modify zebra
crossing sign on
the road surface
creating the artifact
of objects in front.

Po

(Attack

Potential)

E2

Eqg2

E1l

Eqg2

EO

EqO

K1

w1

K1

w3

KO

wo

Po / System / Impact Impact R*
Probability Driver Factors Value Ranking
Ranking Controllability / Modified
Factors Impact
Value
6/Pr3 Cc3P Cc2s S4 04 27 20.25 HIGH
(Possible) | ow driver
1 P3 M3 -
controllability level HIGH)
BUT high system jigh Modified Impact
controllability level jstead of Critical due t
v P2 C22 €2 o Shrolfbilitg hsddmptionEPUM
(Unlikely)
F3 PO M2 -
MEDIU
M)
0/Pr4 - C43 S3 03 16 16 HIGH
(Very
Possible) F1 PO M2 -
MEDIU

M)




System
Recommendations produced ... [extract from D4.2] resilience

Controllability

[ISO 26262]
* Make sure that cyber security design takes into account aspects of the entire vehicle lifecycle (attacks by a malicious

mechanic or during an OTA update are considered probable).
* Promote OBDII standard evolution to integrate security requirements, since physical attacks can no longer be ignored.

* Increase awareness among your users about ADF functions by visualizing what the sensors perceive and by using

periodic messages on the TCU. Overall, observability of an attack leads to higher controllability.
* Make sure all the critical ECU components are physically separated from the rest of the system.
* Prevent eavesdropping of wireline and wireless communication.
* Prevent tampering with wireline and wireless communication.

* Secure sensor-based perception by allowing for sensor redundancy and by developing Intrusion Detection Systems

specifically for dynamic sensor data spoofing (taking into account the recent literature on adversarial machine learning).
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Conclusions S

Attacker

Security threats do not create new safety hazards (unsafe states) but alter the
likelihoods of existing states

a Security, the new safety requirement
(new ISO/SAE CD 21434 collaboration)
Risk assessment for multiple attack scenarios — future work

A novel controllability definition and classification was proposed that handles both
the AD system and the driver in a joint scheme
2 Still, other road users are missing from “controllability” definition

2 Quantification of system withstand is a life-cycle process (new system
updates vs new forms of attacks)
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Thank you for your kind attention.
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